Automated Stem Cell Production by Bio-Inspired Control
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Abstract

The potential in treating chronic and life-threatening diseases by stem cell therapies can greatly be exploited via the efficient automation of stem cell production. Working with living material though poses severe challenges to automation. Recently, production platforms have been developed and tested worldwide with the aim to increase the reproducibility, quality and throughput of the process, to minimize human errors, and to reduce costs of production. A distinctive feature of this domain is the symbiotic co-existence and co-evolution of the technical, information and communication, as well as biological ingredients in production structures. A challenging way to overcome the issues of automated production is the use of biologically inspired control algorithms. In the paper an approach is described which combines digital, agent-based simulation and reinforcement learning for this purpose. The modelling of the cell growth behaviour, which is an important prerequisite of the simulation, is also introduced, together with an appropriate model fitting procedure. The applicability of the proposed approach is demonstrated by the results of a comprehensive investigation.

Keywords: stem cell production; digital simulation; machine learning; reinforcement learning; policy gradient; biological transformation

Introduction

Stem cell based therapies belong not only to the future but already to the present of regenerative medicine. Their full potential in treating chronic and life-threatening diseases can though be realized only if both clinical testing and treatment are supported by the efficient production of stem cells [1], [2]. Production is essentially the cultivation of living samples under controlled conditions. Automation here is also the key to efficiency, quality and cost-effectiveness. However, in contrast to traditional manufacturing processes, automating the production of stem cells has a number of severe challenges: (1) the inherent diversity of the products themselves (i.e., the stem cells), (2) their varying growth rates and, consequently, processing times, (3) the need for regular check-ups, observations and continuous process adaptation, which altogether call for (4) human-involvement and a mixed-initiative production control scheme. Hence, stem cells are typically produced with significant human involvement using adaptive protocols that take the growth behaviour of the biological material into account. The goal of this work was to devise novel methods for the automated production of stem cells so as to increase the reproducibility, quality and throughput of the process, to minimize human errors, and, last but not least, to reduce costs.

As stated in [3], “increased understanding of the underlying biological processes and their interaction with approaches to manufacturing technology will be needed to create the step change required for the next generation of scalable precision production systems capable of more than replicating and incrementally improving the performance of the human operator”. The research reported here attempted a step in the above direction as far as it introduced a biologically inspired scheme – reinforcement learning (RL) – for controlling the process of stem cell production. The paper is an extended version of a former conference publication [4], presenting here a more detailed analysis and more comprehensive experimental results.

However, it is hard to find similar challenges in the traditional manufacturing processes. A rare exception is the wafer manufacturing process in the semiconductor industry, presented briefly in Section “Related works in production engineering”. Section “Automated stem cell culture” discusses the main challenges of fully automatic stem cell production, and presents systems developed at the Laboratory for Machine Tools and Production Engineering (WZL), RWTH Aachen University and at the Fraunhofer Institute for Production Technology, Aachen. Here we introduce also models of the cell growth process along with methods of fitting the models to reality. An agent-based simulation model of the selected automated stem cell production system and the developed control concept are detailed in Section “Simulation of the stem cell production”. Next, Section “Biologically inspired control of stem cell production” summarizes the first computational experimental results achieved by a new controller, which was generated by reinforcement learning. Finally, general conclusions are drawn.

Related works in production engineering

Production engineering in some traditional industrial domains has already accumulated experience and provided results whose transfer to the production of biologically materials are worth considering. Primarily, experimental production planning and control (PPC) solutions in the semiconductor industry are relevant, due to the following characteristics of the front-end (i.e., wafer) fabrication process. (1) The processing of wafers takes relatively long time (10-20 weeks) which is interleaved with many quality control steps; (2) the process is non-linear, products return to the same resources time and again; (3) processing times are stochastic; (4) there are tight temporal constraints due to the risk of contamination; (5) in-process buffer sizes are limited; as well as (6) order and machines statuses are available any time. The main key performance indicators (KPIs) of wafer production are to maximize resource utilization, and, simultaneously, to minimize throughput time (for more details, see [5], [6]).

Production in such a complex, dynamically changing system burdened by both product and process related uncertainties can only be scheduled and controlled by some dispatching logic which adapts to the actual situation at hand and decides in real-time but only on the short term what and where to do. These, usually, rule-based methods consider the routing of products, the availability of resources, the due dates, estimated processing and waiting times as well as rush orders, to name but the most important factors. However, setting the parameters and weightings of the rules, as
well as inferring the impact of their interplay can hardly be accomplished in a way which would warrant even feasibility, let alone quasi-optimality with respect to the KPIs. At the same time, advanced discrete-event simulation methods can capture even the fine-grained structure and detailed behaviour of such a production system.

Hence, recently, a new solution approach has evolved for controlling highly complex and dynamic semiconductor production systems which is based on learning from interactions with a detailed simulation model. In a reinforcement learning (RL) framework (see details in Section “Simulation of the stem cell production”), control policies are generated using the feedback coming from the model which executes the control actions [7], [8], [9]. The expected reward of actions is correlated with the main KPIs, and learning strives to generate such control policies which maximize the expected reward on the long run. So far, two variants of this model can be distinguished: (1) Order-oriented decomposition, when the subjects (and targets) of learning are different decisions related to orders [8], and (2) resource-oriented decomposition, when resources are represented by autonomous agents and the control policies of these agents are learned individually [9]. A most recent work applies so-called deep Q-learning in order to manage the priority-based dispatching of orders in a complex wafer fab, complying also with strict time constraints [10]. For approximating the optimal action-value Q function, a deep convolutional neural network is used which circumvents the need of handcrafting the features of a large and unstructured state space [11]. This approach proved to be applicable in the scheduling of chemical production processes as well [12] and also for harmonizing the decisions of a combination of order and resource-oriented agents in a traditional manufacturing setting [13]. As broad-sweeping simulation experiments have shown, the results are encouraging, at least in relatively small-scale problem instances.

At the same time, it is known that the combination of neural networks and reinforcement learning can be unstable, the training may diverge and, in general it is hard to provide performance guarantees for deep RL type methods [14]. Furthermore, as such approaches are getting momentum also in production control, they expose some dilemma: How can one guarantee that the control rules learned conforms with the intention of the system’s designer? How can the black-box model be matched to reality? In the sensitive domain of stem cell production, we took a more stable and transparent approach by introducing a policy gradient method in combination with simulation to optimize the controller of an automated stem cell production platform.

**Automated stem cell culture**

Stem cells are important candidates for the medicine of the future, as they are offering new approaches towards understanding diseases, developing personalized medical treatments and can ultimately act as novel therapeutic agents themselves [15]. This generates a need for high quality stem cell material in sufficient quantities to meet the demands of research and clinics.

The cultivation and propagation of stem cells, however, is a complex and labour-intensive process. In contrast to conventional biopharmaceutical production, where one, well-defined biomolecule is generated by a well-characterized cell line, in stem cell production the product is the living cell itself. What is more, the raw cell material is derived from donors or the patients themselves, which results in high batch-to-batch variation with strong influence on the process performance [16].

This bears certain challenges towards the production, as the cultivation of stem cells requires agile production processes that are able to adapt to variations in the cell culture and can control the process accordingly. As the requirements and circumstances stress the limits of automation, manual labour is still highly prevalent in stem cell production. The consequences are elevated risk of contamination and increased variability between batches, which in turn puts the reproducibility of experiments or treatments based on the cells at risk.

**Stem cell production facilities**

In recent years, however, there have been clear signs of change in the industry. With the development of novel production technologies in the context of Industry 4.0, automation solutions are now increasingly developed and adopted [17]. The introduction of fully automated, robot-assisted systems that remove all direct interaction between the user and the product from the process reduces the risk of human failure and enables reproducible processes [18]. In addition to improvements in quality and quantity of cells produced, automation enables a more comprehensive monitoring of processes and the generation of an extensive data record, which helps manufacturers to align with the strict regulatory requirements.

Examples for robot-assisted systems that allow fully automated processing of stem cells include the following:

- The AUTOSTEM pipeline is designed for end-to-end automated production of therapeutic stromal cells in the multi-litre scale. The focus of the facility lies in generating cells at scale in alignment with Good Manufacturing Practice (GMP) and other regulatory requirements. In a follow-up project to the AUTOSTEM project, the facility is upgraded to allow production of multiple batches in parallel and connects the system with other automated modules for batch quality control and purification of extracellular vesicles [19].
- The StemCellFactory enables fully automated generation and expansion of clonal induced pluripotent stem cells (iPSC) from blood cells in a standardized and parallelized manner. In addition, it is possible to edit the genome of iPSC clones, which opens up a wide range of further possibilities towards studying disease and drug mechanisms [20], [21].
- The StemCellDiscovery represents a testbed for laboratory automation. Within the automated laboratory, new processes, devices, software and algorithms can be developed, tested and rolled out to stem cell production and beyond. The investigations described in the paper refer to this system (Figure 1).

![Figure 1: The StemCellDiscovery testbed.](image-url)
The *iCellFactory* is an autonomous, easy-to-use testbed for cultivating induced pluripotent stem cells. It is highly reconfigurable and flexible. The *iCellFactory* can thus be used to develop and test novel processes, devices and software.

![Workflow of stem cell production](image)

**Figure 2:** The workflow of stem cell production.

While the advances in production technology have shown to cope with the process variability and the resulting need for flexibility towards the process, the non-deterministic behaviour of the cells and thus the process still poses certain challenges for efficient, parallelized production of the cells in high throughput. The workflow of stem cell production is shown in **Figure 2**. This includes regular measurements, typically microscopic imaging to determine the cell density of the cell culture (percentage of the covered surface relative to total plate surface), which in the following will be referred to confluence [%].

![Microscopic image and processing result](image)

**Figure 3:** Microscopic image (A) and the result generated by the image processing algorithm (B).

Depending on the measurement result, different process branches are taken in order to either only renew the nutrient media in which the cells are cultivated or harvest the cells for further processing if the cell density threshold is reached.

As the process is adaptive to the individual cell culture growth and behaviour, to date the process decision cannot be predicted prior to the measurement. However, this makes it difficult to generate and optimize job lists in advance, allowing only reactive scheduling approaches. In [24], a priority-based approach was presented that allows to take into account the specific constraints of certain cell cultures or processes. In efficient, high-throughput production a key issue is, however, the identification of optimal parameter sets which form the basis of scheduling and control decisions.

As the experimental efforts to generate sufficient data to optimize the process parameters are immense, there is also an opportunity of running validated simulation experiments. Specifically, one can simulate the production through a model that includes a representation of the product, process and the system itself. In the following, a simulation-based, intelligent optimization for bio-inspired control of the stem cell manufacturing process is presented.

**Growth modelling**

The crux of developing a model that is able to reproduce the variations in stem cell cultivation processes is capturing the cell growth behaviour. Cells in culture typically show a distinct growth behaviour that is divided into *three phases* [25]: (1) In the initial lag phase, freshly seeded cells are adjusting to their environment and therefore growing slowly. (2) In the exponential growth phase, cells are taking up their growth rate and multiply exponentially through cell division. (3) When one of the requirements for growth, such as nutrients or space, are depleting, the cell growth declines and cells enter the stationary phase.

This limited growth of the cells in culture reflects in growth curves with a sigmoidal shape, which is highly typical for biological populations. For this reason, there are many examples for mathematical descriptions of this growth behaviour. One of them is the Gompertz function, which was published in 1825 for the first time [26]. The function has been recently revisited, and a unified mathematical equation with interpretable and comparable parameters has been derived [27]:

\[
W(t) = A \left( \frac{W_0}{A} \right) \exp(-e^{-k_G \cdot t})
\]  

(1)

The cell population \(W(t)\) is thereby a function of time and dependent from the upper limit for growth \(A\), the initial cell density \(W_0\) at time point \(t = 0\) and the Gompertz growth constant \(k_G\).

A different approach to modelling the cell growth is the Bertalanffy equation, which represents also a limited growth and according to [28], also allows to "accommodate crude ‘metabolic types’ based upon physiological reasoning". A unified version is given in [29]:

\[
W(t) = A \left( 1 + \left( \frac{W_0}{A} \right)^\frac{1}{3} - 1 \right) \exp(-k_B \cdot t)
\]  

(2)

with the Bertalanffy growth constant \(k_B\).
Since during the production process regular medium exchanges have to be performed, the main limiting factor is in the present case the availability of space. For the upper asymptote one can thus assume to be \( A = 100\% \), which is equivalent to a culture plate fully covered with cells (i.e., fully confluent). The parameters for \( W_0 \) and \( k \), however, depend from culture to culture and thus introduce the variations in the growth behaviour. In order to generate a parameter set that reflects typical cultivations of stem cells, a dataset consisting of 72 growth curves was generated using stromal stem cells isolated from the adipose tissue of a 23-year-old female donor.

The cells were seeded at cell densities of 2.500 cells/cm\(^2\) and subsequently cultivated in twelve sets of 6-well-plates for nine to thirteen days. Cells were grown in 3 mL per well Dulbecco’s Modified Eagle Medium (DMEM), containing 10% foetal bovine serum (FBS) and 1% penicillin/streptomycin. The cells were cultivated in the incubator at 37°C in ambient air enriched with 5% CO\(_2\). The cell culture was assessed regularly through microscopic imaging and the confluence derived from the images based on an image processing algorithm according to [30]. The numbers then were normalized so that the highest confluence measured represented 100%. To each data set, both the Gompertz and the Bertalanffy functions were fitted. Thereby \( A \) was fixed to 100% and \( W_0 \) was assumed to be the first confluence value measured in the time series.

**Table 1**: Parameter sets for simulation based on historical cell culture data (normalized for \( A = 100\% \)).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Low variability</th>
<th>Higher variability</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W_0 )</td>
<td>14% (12 – 16.0%)</td>
<td>20% (10 – 30%)</td>
</tr>
<tr>
<td>( k_{\text{Gompertz}} ) (( k_S ))</td>
<td>0.12 (0.09 – 0.15)</td>
<td>0.14 (0.08 – 0.2)</td>
</tr>
<tr>
<td>( k_{\text{Bertalanffy}} ) (( k_B ))</td>
<td>0.265 (0.2 – 0.33)</td>
<td>0.275 (0.15 – 0.4)</td>
</tr>
<tr>
<td>( A )</td>
<td>1 (100%)</td>
<td>1 (100%)</td>
</tr>
<tr>
<td>Threshold ( C_{\text{plate}} )</td>
<td>0.8 (80%)</td>
<td>0.8 (80%)</td>
</tr>
</tbody>
</table>

As a result, average values for \( W_0 \) of 14% \( \pm \) 2%, Gompertz coefficient \( k_S \) of 0.12 \( \pm \) 0.03 and a Bertalanffy coefficient of \( k_B \) 0.265 \( \pm \) 0.065 were obtained. Using the Gompertz or the Bertalanffy equation and the values for \( W_0 \) and \( k \) randomly generated within the given range, a large set of culture plates can be simulated that show typical growth behaviour, in this particular case, of stromal stem cells. As these data sets were acquired using data only from one donor and with the same media batch, one would expect an even higher variability between the cultures. Therefore, a second parameter set was also assumed that allows for higher variability. Both parameter sets are given in **Table 1**.

**Simulation of the stem cell production**

Getting good training data is one of the most difficult problems in machine learning (ML). This is especially true in biological applications, where experimenting on live cell cultures is not only expensive and unpractical, but it can also raise ethical issues. Simulation can be an inexpensive way to generate large volumes of training data, therefore, simulation-assisted ML has become more and more widespread in recent ML applications [31].

The intention was to build a simulation of the stem cell production factory in order to support learning the optimal control of the system. The main purpose was to generate large volume of data, therefore, the simulation was designed (1) to run fast, (2) to be easily configurable for different control policies, and (3) to provide aggregate performance indicators (such as output, waiting times or waste production).

Besides programmatically parameterizing and running the simulation, it is also important to validate the behaviour and the results of the simulation system. For this purpose, a graphical user interface has been designed that enables the control, monitoring and evaluation of the experiments with various charts, plots, animations and process logs (Figure 4).

**Figure 4**: Simulation of the stem cell production.

Based on these requirements, the implementation of the simulation was made in [32], which provides a rich simulation toolkit, various visualization possibilities and is highly flexible and extendable. AnyLogic provides three different modelling paradigms: system dynamics, discrete event and agent-based, as well as it also supports multi-method modelling. The agent-based paradigm [33] was used for modelling the system components (such as plates and production equipment), while events triggered changes in the system (such as terminating an operation).

The equipment of the factory and the production processes have been built into the simulation model. Altogether five main processes were implemented in the simulation system: (1) the initial seeding, (2) the quality check, (3) the confluence measurement, (4) the medium exchange and (5) the distribution of the cell culture from one plate to multiple plates. Each process is defined by a flowchart and contains several consecutive steps. Some processes are even branch based on the system state, e.g., the length of the waiting queues. Each production step requires one of the processing equipment such as liquid handling unit (LHU), decapper, plate reader, centrifuge, microscope and incubator, while transportation steps use the robot arm.

Besides the fixed processes, the simulation can be customized with various parameters that can be set either in an external configuration file or by programmatically. These include the number, volume and growing rate of the cell cultures, the capacity of the factory, the duration of the processing steps, the various uncertainties in the system, as well as the inaccuracy of the measuring process.

In order to facilitate the learning of the optimal control, the decision logic can be configured in details, too. The key control factors include (1) the rules when and how the cell cultures should be distributed into multiple plates, (2) the threshold for initiation of medium exchanges, (3) the order of processing the jobs based on multi-part priorities, and (4) the maximum allowed waiting times outside of the incubator. These four factors imply the control
policy of the reinforcement learning algorithm, i.e., the policy specifies when the passing and medium change processes should be executed, furthermore, if several plates are waiting for a resource, which one should be processed first (see also Section “Controller parametrization” for more details).

The state representation describes the status of the agents in the system, i.e., the plates and the resources. The state of the plates consists of (1) the confluence of each well of the plate, (2) whether the contents of the plate were already harvested, wasted or still in production, (3) number of passages that were performed on the plate, (4) time of the last medium change, (5) which of the five main processes, which stop and for how long is being performed on the plate, (5) total time spent inside and outside of the incubator, as well as the total time spent waiting for resources since the beginning of the simulation. The state of the resources describes (1) whether it is idle or active, and if active, on which process and for how long it is working, (2) the waiting queue of the resource, and (3) the total working time and idle time since the beginning of the simulation.

Biologically inspired control of stem cell production

Biologically inspired computational approaches, such as artificial neural networks, evolutionary algorithms, swarm intelligence and reinforcement learning (RL), are widely used in various applications, as these alternative methods are typically more flexible than traditional ones, and can successfully solve a wide range of optimization problems heavily burdened by uncertainties. We will be especially interested in RL methods [34], as they are well suited for resource allocation problems [35], [36], including scheduling and transportation, and can even efficiently handle time-varying environments [37].

In this section, after providing a brief overview of Markov decision processes (MDPs) and RL, we will describe how the controller of the automated stem cell production platform is parametrized, and how it is optimized by a policy gradient type RL method (based on the Kiefer-Wolfowitz stochastic approximation algorithm) via sequential interactions with the simulation environment.

Reinforcement learning

Reinforcement learning (RL) is one of the main branches of machine learning. It aims at optimizing the expected long-term (typically discounted or average) rewards an agent (controller, decision-maker) can achieve by interacting with an uncertain and dynamic environment [34]. Markov decision processes (MDPs) constitute the main underlying mathematical framework of RL [38]. MDPs and RL have a wide range of applications, from robot control and strategic asset pricing to communication networks and sequential clinical trials.

A Markov Decision Process (MDP) is a stochastic system defined by a 5-tuple \((X, \mathcal{A}, U, p, r)\), where the components are as follows:

1. \(X\) is the state space (measurable space);
2. \(\mathcal{A}\) is the action space (measurable space);
3. \(U: X \rightarrow \mathcal{A}\), where \(\mathcal{A}\) denotes the power set of \(\mathcal{A}\), is the action constraint function (nonempty for all \(x \in X\));
4. \(p: X \times \mathcal{A} \rightarrow \Delta(X)\), where \(\Delta(X)\) is the space of all probability distributions over \(X\), is the transition probability function;
5. \(r: X \times \mathcal{A} \rightarrow \mathcal{R}\), where \(\mathcal{R}\) denotes the field of real numbers, is the (possibly randomized) immediate reward function.

An MDP can be interpreted as follows. Consider an agent (decision maker) acting in a dynamic and uncertain environment. The agent receives information about the state of environment, \(x \in X\), and the available actions, \(U(x)\), based on which it chooses an action, \(u \in U(x)\). After the decision is made, the state of the system changes according to the probability distribution, \(p(x, u)\), and the agent receives a (real-valued) immediate cost or reward, \(r(x, u)\).

Stochastic shortest path (SSP) problems are (undiscounted) MDPs in which there is an absorbing terminal state, \(\tau \in X\), such that for all \(x \in U(\tau)\), we have \(p(\tau, u) = \delta_\tau\), i.e., the point mass probability measure concentrated at \(\tau\), and \(r(\tau, u) = 0\), with probability one. That is, once \(\tau\) is reached, the agent stays there forever without incurring any more rewards, which can be interpreted as the process terminates [39].

For the case of the automated stem cell production platform, the state representation is discussed at the end of Section “Simulation of the stem cell production”. Of course, the terminal state represents the end of the production process.

The behaviour (decision strategy) of the agent is described by its control policy, which is a (possibly randomized) mapping from states to (control) actions, \(\pi: X \rightarrow \Delta(\mathcal{A})\). A policy is called proper, if from all starting states, the expected number of steps needed to reach the terminal state is finite. A key concept in MDPs is the value function, which shows how much total rewards the agent can expect starting from a given state and following the given policy thereafter. Formally, the value function of proper policy \(\pi\) is

\[
V^\pi(x) \equiv \mathbb{E} \left[ \sum_{t=0}^{\infty} r(X_t, U_t) \mid X_0 = x \right],
\]

where \(X_t \sim p(X_t, U_t), U_t \sim \pi(X_t), \) with \(~\sim\) the abbreviation of “has distribution”. Note that, for simplicity, we will assume that the rewards are bounded, hence, as the policy is assumed to be proper, the value function is well-defined for all possible state \(x\). Also note that finite horizon MDPs are special cases of SSP problems.

The decision logic applied in the automated stem cell production platform is discussed in Section “Simulation of the stem cell production”, while the control policy and its parametrization is further explained in Section “Controller parametrization”.

One of the fundamental concept of studying MDPs is the Bellman optimality operator. It has the form \(T: \mathcal{B}(X) \rightarrow \mathcal{B}(X)\), where \(\mathcal{B}(X)\) is the set of all bounded functions over set \(X\), and it is defined as

\[
(TV)(x) \equiv \max_{u \in U(x)} \mathbb{E} [r(x, u) + V(y)],
\]

where \(y \sim p(x, u)\), and assuming that the maximum is always well defined, for example, \(U(x)\) is finite for all state \(x\).

In case the SSP problem is finite (namely, \(|X| + |A| < \infty\), and all policies are proper, the Bellman operator is a contraction in the weighted maximum norm. The optimal value function, \(V^*\), is then the unique solution of the Bellman optimality equation,

\[
TV^* = V^*,
\]

and although there could be many optimal control policies, they all share the same unique optimal values function, \(V^*\).

The three classical ways of solving finite SSP problems are as follows: (1) iteratively approximating the optimal value function by a sequence of value functions (e.g., value iteration); (2) directly searching in the space of policies (e.g., policy iteration); and (3) reformulating the SSP problem as a (static and deterministic) linear programming optimization problem [39], [34].
A main drawback of the aforementioned classical solutions are that they presuppose the complete knowledge of the underlying system (for example, the transition probabilities) which is typically not available in practice; moreover, they are only practical for MDPs with small state spaces. On the other hand, RL methods address the problem when a model of the system is unavailable and the agent should simultaneously explore the environment via interactions and improve its decision strategy (control policy). Many RL methods are also able to efficiently deal with infinite MDPs.

It is often the case that though a precise mathematical model of the system based on which one could formulate an optimal policy is not available, however, the system can be simulated and we can train a controller based on a large number of simulations.

In case of Cyber-Physical Production Systems (CPPS) [40], creating a digital twin is often feasible, which then can be used to optimize a controller based on RL methods. This approach was used in the case of the addressed automated stem cell platform: a simulation environment was created (as described in Section “Simulation of the stem cell production”), and then an RL based system was connected to the simulation. The controller was then iteratively refined via sequential interactions with the simulated environment.

**Figure 5** illustrates the interaction of the controller with the simulated environment. The state at time $t$ is denoted by $x_t$, the control action is $u_t$, while the incurred cost or reward is $c_t$. The dynamics of the environment is also driven by a random noise, $n_t$, representing the uncertainties affecting the system.

![Diagram of the interaction between the controller and the simulated environment.](image)

**Controller parametrization**

The original controller of the automated stem cell platform is based on a priority rule. Specifically, to each plate a priority is assigned, which can also change over time; and the higher is the priority of a plate, the earlier it is served by an available resource. The overall priority of a plate is calculated by a weighted sum of the following five features:

1. Process priority
2. Falcon tube priority
3. Plate waiting time
4. Plate confluence weight
5. Time spent outside of the incubator

Only the features “plate waiting time”, “time spent outside of the incubator”, and “plate confluence” change during the simulation, the values of the other two features are fixed in advance. The behaviour of the stem cell platform is also influenced by the following two important thresholds:

6. Confluence threshold for splitting
7. Minimum incubation time between measurements

The “confluence threshold” is the value after which the cell culture is divided and split between two new falcon tubes. The “incubation time” is a threshold describing the minimum time that must be spent between two confluence measurements.

The weights of the five features above (1-5) and the values of the two thresholds (6-7) will be referred to as the parameters of the controller, as these seven numbers determine the behaviour of the system. In the original system, these seven parameters were set based on the domain specific knowledge of experts. On the other hand, the main aim was to exploit that a simulation model is available and apply an RL method to optimize these parameters by using feedback from sequential simulation scenarios. Henceforth, the vector of these parameters will be denoted by $w \in \mathbb{R}^d$, where the dimension, $d$, depends on how many of these parameters are actually optimized (see, for example, Table 2 of Section “Biologically inspired control of stem cell production”).

**Controller optimization**

The aim of the optimization process is to maximize the expected throughput – namely, the mean cell yield over a specified horizon – of the stem cell platform. In order to optimize the parameters of the controller via interactions with the simulation model, a policy gradient type RL algorithm is applied. Policy gradient (PG) is a class of RL methods that are variants of the stochastic gradient algorithm for MDPs. One of their advantages is that they can deal with infinite, continuous state and action spaces. There are various PG methods available, e.g., the REINFORCE algorithm is a popular choice [34]. However, REINFORCE presupposes a differentiable control policy parametrization with known derivatives, which was not available in our case. Hence, we have applied the Kiefer-Wolfowitz (KW) type stochastic approximation method instead [41]. **Figure 6** overviews the KW method for MDPs.

![Diagram of the KW method for MDPs, showing steps: 1. Perturbed Policies 2. Simulations 3. Gradient Estimation 4. Controller Update](image)
perturbed controller parameters. The simulations result in value function estimates for those perturbed parameters, denoted by $C_{k,m}$ for iteration $k$ and simulation $m$. These values then can be used to estimate the gradient of the value function, with respect to the control parameters, at the current controller configuration. Having a noisy estimate of the gradient vector at hand, the method updates the controller configuration by making a “small” step towards the direction of the gradient.

More precisely, let $R(w, \varepsilon)$ denote the (random) total rewards gathered during a trial (simulation) by running a control policy parametrized by $w \in \mathbb{R}^d$ from a fixed initial state, $x_0$, until the terminal state, $\tau$, is reached, where $\varepsilon$ is a random element encoding all the uncertainties generated during the simulation of the SSP problem; i.e., after $\varepsilon$ is chosen, $R(\cdot, \varepsilon)$ is deterministic.

Note that, using the previous notations, $V^\pi(x_0) = \mathbb{E} [ R(w, \varepsilon) ]$, where $\pi$ is the control policy parametrized by $w \in \mathbb{R}^d$. We will also use the simplified notation $V(w) \equiv \mathbb{E} [ R(w, \varepsilon) ]$.

In case of the stem cell production platform, $R(w, \varepsilon)$ is the total cell yield over a given horizon: the sum of confluence in all plates at the end of the simulation. The initial state describes the starting configuration of the platform at the start of the optimization.

A crucial step of PG methods is that they need to estimate the gradient of the value function at a given controller parametrization $w \in \mathbb{R}^d$. As the gradient is a vector containing the partial derivatives w.r.t. all possible coordinate directions, we need to estimate the partial derivatives. The KW method estimates the partial derivative of the value function w.r.t. the $i$th parameter by

$$\left( \frac{\partial V}{\partial w_i} \right)(w) \approx D(w, i, \Delta, \varepsilon^i, \varepsilon^i_j) \equiv \frac{R(w + \varepsilon_i \Delta, \varepsilon^i_j) - R(w, \varepsilon^i)}{\Delta}$$

where $\varepsilon_i$ is the standard unit vector in the $i$th coordinate direction, $\Delta > 0$ determines the size of the finite difference interval used to estimate the partial derivative, and $\varepsilon^i$ and $\varepsilon^i_j$ are two independent random elements encoding the uncertainties during two different simulations of the MDP. Note that we use the one-sided estimate for the partial derivatives, in order to decrease the number of simulation runs needed to estimate the gradient. KW estimates the gradient by estimating each partial derivative by one, that is

$$(\nabla V)(w) \equiv \begin{bmatrix}
\left( \frac{\partial V}{\partial w_1} \right)(w) \\
\left( \frac{\partial V}{\partial w_2} \right)(w) \\
\vdots \\
\left( \frac{\partial V}{\partial w_d} \right)(w)
\end{bmatrix} \approx G(w, \Delta, \varepsilon) \equiv \begin{bmatrix}
D(w, 1, \Delta, \varepsilon^1, \varepsilon^1_1) \\
D(w, 2, \Delta, \varepsilon^2, \varepsilon^2_1) \\
\vdots \\
D(w, d, \Delta, \varepsilon^d, \varepsilon^d_1)
\end{bmatrix},$$

where $\varepsilon = (\varepsilon^1, \varepsilon^2, \ldots, \varepsilon^d)$ is a vector of (i.i.d.) random parameters encoding the uncertainties of the $d + 1$ simulations needed to estimate the gradient vector at a given point $w \in \mathbb{R}^d$.

Using the notations above, the KW algorithm proceeds as

$$w_{k+1} = w_k + \gamma_k G(w_k, \Delta_k, \varepsilon_k),$$

where $w_k$ is the parameter vector of the control policy, $\gamma_k$ is the learning rate or step-size, $\Delta_k$ is the length of the finite difference interval used to estimate the partial derivatives, and $\varepsilon_k$ is the uncertainty vector of the simulations at iteration $k$.

The learning rates, $[\gamma_k]$, and the lengths of the finite difference intervals for the gradient estimation, $[\Delta_k]$, must satisfy

$$\sum_{k=1}^{\infty} \gamma_k = \infty, \quad \lim_{k \to \infty} \Delta_k = 0, \quad \sum_{k=1}^{\infty} \frac{\gamma_k^2}{\Delta_k} < \infty.$$

with typical choices $\gamma_k = a \cdot k^{-1}$ and $\Delta_k = b \cdot k^{-1/4}$, for $a, b > 0$. Then, under mild regularity conditions [41]

$$(\nabla V)(w_k) \xrightarrow{a.s.} 0, \quad \text{as} \quad k \to \infty,$$

that is, the controller parameters, $\{w_k\}$, converge with probability one to a stationary point of the gradient of the value function.

Note that, in general, the convergence of such gradient methods is only guaranteed to a local optimum. On the other hand, by restarting the optimization from random initial parameters, the probability of reaching the global optimum can be increased.

### Results of the reinforcement learning-based controller in a simulated environment

Altogether fifteen numerical experiments were initiated and carried out for three system sizes (with the capacity of 50, 100 and 200 plates, respectively), in order to compare four possible types of optimization scenarios (see below) as well as the original controller parameters (based only on expert knowledge, without having any additional optimization).

The simulation scenarios always started with 18 initial falcon tubes, each having possibly different cell growth properties, and lasted for 20 (virtual) days. The largest system (with capacity of 200) could accommodate all plates (created by splitting) in every simulation, thus its results would be the same for larger systems.

The following approaches were compared:

1. Default parameters set by experts (not optimized)
2. Plate priority optimization (only the weights of the priority rule were optimized)
3. Confluence threshold optimization (only one threshold was optimized, the others were set to default values).
4. Incubation time optimization (only one threshold was optimized, the default values were used for the others)
5. Full optimization of all seven control parameters

Regarding the experiments involving RL-based optimization (i.e., approaches 2-5), 100 iterations were performed in each case, as it turned out that such a low number of iterations were enough to ensure close-to-optimal solutions. As the simulations were noisy, the parameters could only reach a (small) neighborhood of the optimal parameters after finite number of iterations.

![Figure 7: Average and standard deviation of ten learning curves in case all parameters were optimized, there were maximum 200 plates allowed in the system and each optimization started from a random initial configuration of controller parameters.](image)
Figure 7 shows the average and standard deviation of ten different learning curves demonstrating that the controller parameters typically stabilized after as few as about 50 iterations of the optimisation procedure. The plotted standard deviations (vertical bars) show that even though random starting configurations were applied, all experiments converged to controllers with very similar performances. This is indicative of the phenomenon that the optimization is robust with respect to the choice of the starting configuration (and less likely to stuck in local minima).

Figure 8 and Table 2 display the optimized values of the control parameters for each experiment as well as the corresponding average total confluenes with their standard deviations. By “total confluence” we mean the sum of all confluence parameters in all plates at end of the simulation. The presented standard deviations were calculated based on the last 50 iterations of the process.

The results show that optimizing the two thresholds have a larger influence on the throughput of the system than only optimizing the weights of the priority rule. Moreover, the performance increase is larger for systems with larger capacity constraints. It can also be observed that the confluence threshold, that determines at which cell density the culture is harvested, is the most significant control parameter: it produced the largest change in the throughput, even if the other parameters were fixed to their default values. Based on Table 2, one can conclude that the best results were achieved when this parameter was set to about 68 – 70 %. Overall, the best performance was attained when all seven control parameters were optimized and the capacity of the system was the largest, i.e., 200 plates. In this case, the average throughput (compared to the default parameters set by experts) was increased by about 30%, which clearly demonstrates the viability and efficiency of the presented RL approach. Table 2 shows the standard deviations of the parameters, as well. They indicate that the control parameters stabilized well around the obtained controller configurations.

As a simulation model is only an approximation of reality, it is crucial to study how robust the obtained controller is, in case it is applied for slightly different problems than it was optimized on. Therefore, a sensitivity analysis was initiated during which we have studied how the optimized controller performs, when we assume particular growth model parameters during the learning process, but the actual system behaves according to another model.

For these experiments, we worked with the Bertalanffy cell growth model. During the optimization of the controller, the simulation environment applied a nominal growth model with parameters $k_g = 0.275$ and $W_0 = 0.2$. However, we tested the controller on systems that behaved differently; namely, the cells grew according to a model with potentially different $k_g$ and $W_0$ parameters.

Figures 9 and 10 compare the performances of our optimized controller to that of the default (non-optimized) one, for various grown model parameters, in case the optimization was only done according to the aforementioned nominal model. Using a baseline solution (i.e., the default controller) is important for comparison, as changing the cell growth parameters has a significant effect on the achievable cell yield, thus the absolute performance values are less meaningful than the relative ones compared to a baseline.
manufacturing technologies and systems with the aim of achieving their full potential”.

The research reported in the paper is an exemplar of biologicalisation in its own right, i.e. the use of bio-inspired algorithms for controlling a manufacturing system which produces biological material. In this setting, the automation of the production of stem cells faces a number of challenges. However, as the first results suggest, a well-fit growth model of cell cultures, combined with an agent-based simulation model of the all the main objects and resources in this micro-world of production can provide a reliable basis for a reinforcement learning-based control scheme. This novel approach, even though it is data-intensive, gives room for incorporating existing background knowledge of the application domain, and, at the same time, can enhance the performance of actual solutions using rule-based control.

The general conclusions arranged under four headings are:

- **Automated production of biological materials** such as of stem cells represents perhaps the highest level of biological transformation in manufacturing, where a symbiotic co-existence and of co-evolution of the technical, ICT and biological compounds are manifested.
- The in-depth interconnection of technology and biology holds new challenges, but also opportunities for completely new possibilities for solutions.
- **Bridge building** was demonstrated between discrete part manufacturing science and technology, on the one hand, and biological / medical sciences, on the other.
- **Biologically inspired algorithms** such as reinforcement learning can bring significant benefits for designing, planning and controlling production systems which are operating under inherent uncertainties.

Future research will focus on the implementation and extensive testing of the novel RL-based control scheme in an experimental automated stem cell production environment where the agent-based simulation is extended to a digital twin. We are convinced that the main principles and core solution techniques can be transferred also to the production of other bio-materials as well as to more traditional domains of manufacturing where the production processes are burdened even by great uncertainties.
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